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Computer Vision, Fall 2025

Lecture 4

Dall-E 2

“UnCLIP”



Last time: CLIP



Dall-E 2 algorithm integrates a 

collection of complex algorithms, 

motivated by sophisticated statistics.  

Today we will try to partially unpack 

this!

Yes, this paper was harder to read



Diffusion Models

• (but secretly, lots of discussion of probability models)



An example of the diffusion process

• https://iterative-refinement.github.io/assets/cascade_movie2_mp4.mp4



Can do this at different resolutions



Also applies to non-images







Text from really good webpage: https://lilianweng.github.io/posts/2021-07-11-diffusion-models/





Another really nice post with explanations: 

https://moocaholic.medium.com/openai-and-the-road-to-text-guided-image-generation-dall-e-clip-glide-dall-e-2-unclip-c6e28f7194ea

investigations on the importance 
of the prior: condition the same 
decoder using different signals:
1) text caption and zero CLIP 

embedding, 
2) text caption and CLIP text 
embedding as if it were an image 
embedding, 
3) text and CLIP image embedding 
generated by the prior.

Conditioning the decoder on just 
the caption is clearly worst, but 
conditioning on text embeddings 
zero-shot does produce reasonable 
results.
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https://strikingloo.github.io/DALL-E-2-prompt-guide









Will CLIP 

Zero-Shot?



CLIP (Contrastive Language Image Pre-Training), is a Foundation 

model that has completely change the ability to create computer 

vision tools.

Trained on 5B pairs of (image, caption), CLIP has learned to embed 

images and related text to nearby locations (in a high-dimensional 

vector space).

This is surprisingly powerful.



“Avocado 

Chair”

This is surprisingly powerful. It is the basis of tools like Dall-E



“Orange 

Crowned 

Warbler”

This is surprisingly powerful. It also makes very quick, easy image 

classifiers
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This is surprisingly powerful. It also makes very quick, easy image 

classifiers

…. But are they 

good?

CLIP based classifiers 

outperform hand-tuned, 

specially trained classifiers 

for many, many datasets

If you have a problem for which you need 

image classification, you no longer need to 

talk to Computer Vision faculty.  Any 

undergrad can make you a classifier for 

exactly the classes you care about.



If you have a problem for which you need 

image classification, you no longer need to 

talk to Computer Vision faculty.  Any 

undergrad can make you a classifier for 

exactly the classes you care about.

… But you might still want to know how 

well it works for your problem domain…



It might fail because:

1. you are making up nonsense categories

2. CLIP doesn’t have a good embedding of 

your categories

3. CLIP embedding is ambiguous (photo of 

“black knight” could relate to a person, 

a chess piece or Batman)

4. ??? --- sometimes Deep Learning has 

confusing error modes.

… But you might still want to know how 

well it works for your problem domain…

If you have labelled data in your domain, 

you can just test how well CLIP works.

But if you don’t have labelled data, then the undergraduate student has to be 

very good to find the right data to test on, and that might take a while



But if you don’t have labelled data, then the undergraduate student has to be 

very good to find the right data to test on, and that might take a while

Question: Without any data from the problem domain, how 

well can you quickly and automatically predict the accuracy of 

CLIP based image classification?
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Idea: Explore internal 

consistency of CLIP space
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Orange Crowned 

Warbler

Myrtle Warbler

Lazuli Bunting

Painted Bunting

Canada Warbler

Idea: Explore internal 

consistency of CLIP space

Generate images with “DALL-E” and then 

measure how similar the generated image 

embeddings are to the text embeddings. If 

CLIP can’t recognize those images it 

won’t do well on real data!



Orange Crowned 

Warbler

Myrtle Warbler

Lazuli Bunting

Painted Bunting

Canada Warbler

Idea: Refine analysis of 

CLIP space

Measure if “text difference vector between similar classes” 

is parallel to the “image difference vector between those 

classes 



”Closest text to each image”
“Refined Score”

Real Image Generated Image

CUB-200 0.98 0.82 0.67 0.72

Stanford Dogs 0.97 0.74 0.48 0.59

Flower-102 0.91 0.69 0.57 0.56

iNaturalist2021-Mammals 0.98 0.76 0.62 0.59

CUB-200, classification 

accuracy for each of 

then 200 classes, as 

predicted by real 

images, and by 

generated images



”Closest text to each image”
“Refined Score”

Real Image Generated Image

CUB-200 0.98 0.82 0.67 0.72

Stanford Dogs 0.97 0.74 0.48 0.59

Flower-102 0.91 0.69 0.57 0.56

iNaturalist2021-Mammals 0.98 0.76 0.62 0.59







Summary

We can partially predict the accuracy with which CLIP will 

recognize visual categories.

Some of the measured error in real datasets comes from 

challenges in defining the classes – future work will explore 

improving prediction accuracy by better defining those classes.
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